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Abstract

Domingues, Leonardo; Valladão, Davi (Advisor); Aguiar, Alexandre
Street de (Co-Advisor). A non-parametric probabilistic counterfac-
tual approach to assess a retailer’s transactional potential. Rio
de Janeiro, 2022. 45p. Dissertação de Mestrado – Departamento de En-
genharia Industrial, Pontifícia Universidade Católica do Rio de Janeiro.

In the payment industry context, a merchant acquirer is a firm that fa-
cilitates communication between a retailer (online or brick–and–mortar store)
and the issuing banks. For an acquirer, it is crucial to determine the transac-
tional potential of each retailer to guide proper pricing and risk management
strategies. In this work, we propose a framework to properly assess the trans-
actional potential of any retailer using the transactions of its peers. The pro-
posed framework is based on the construction of a probabilistic counterfactual
that uses non-parametric Nadaraya-Watson kernel regression to model differ-
ing seasonal patterns, trends and business cycles. We propose an integrated
data processing methodology to separate and validate the data not affected
by interventions to construct our non-parametric probabilistic counterfactual
model. The proposed framework is a powerful decision support system for a
merchant acquirer revenue management, with direct applications to pricing,
churn detection and, more generally, revenue management. Empirical results
corroborate the effectiveness of the method against relevant benchmarks.

Keywords
Counterfactual; Non-contractual Churn; Revenue Management; Ac-

quirer.
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Resumo

Domingues, Leonardo; Valladão, Davi; Aguiar, Alexandre Street de.
Uma abordagem contrafactual probabilística não paramétrica
para avaliar o potencial transacional de um varejista. Rio de Ja-
neiro, 2022. 45p. Dissertação de Mestrado – Departamento de Engenharia
Industrial, Pontifícia Universidade Católica do Rio de Janeiro.

No contexto da indústria de adquirência, uma adquirente é uma empresa
que facilita a comunicação entre um varejista (online ou loja física) e os bancos
emissores. Para um adquirente, é crucial determinar o potencial transacional de
cada varejista para orientar estratégias adequadas de precificação e gestão de
risco. Neste trabalho, propomos uma estrutura para avaliar adequadamente
o potencial transacional de qualquer varejista usando as transações de seus
pares. A estrutura proposta é baseada na construção de um contrafactual pro-
babilístico que usa a regressão não paramétrica do kernel Nadaraya-Watson
para modelar diferentes padrões sazonais, tendências e ciclos de negócios. Pro-
pomos uma metodologia integrada de processamento de dados para separar e
validar os dados não afetados por intervenções para construir nosso modelo
contrafactual probabilístico não paramétrico. O framework proposto é um po-
deroso sistema de suporte à decisão para gestão de receitas de uma adquirente,
com aplicações diretas para precificação, detecção de churn e, de forma mais
geral, gerenciamento de receita. Os resultados empíricos corroboram a eficácia
do método em relação aos benchmarks relevantes.

Palavras-chave
Contrafactual; Churn não-contratual; Gerenciamento de Receita; Ad-

quirente.

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



Contents

1 Introduction 10
1.1 Illustrative examples 11

2 Literature Review 15
2.1 Extended literature on churn 16
2.2 Extended literature on counterfactual and causal inference 19

3 Methodology 23
3.1 Background knowledge 23
3.2 Proposed methodology 26

4 Results 32
4.1 Sample Selection 32
4.2 Nowcasting point assessment 34
4.3 Probabilistic nowcasting point assessment 35

5 Conclusion 40

6 Bibliography 41

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



List of figures

Figure 1.1 Measurement the prediction interval by NPPC. 12
Figure 1.2 Illustration of how the counterfactual can be used to identify
churn. 13
Figure 1.3 Illustration of how the counterfactual can be used to analyze
a price change. 13

Figure 2.1 Possible states in the non-contractual churn context. 17

Figure 3.1 Data points, regression function (black lines), and linear
regression estimate (orange line). 24
Figure 3.2 Examples for univariate kernels. 25
Figure 3.3 Undersmoothing: k = 3, L2 error= 0.011703. 26
Figure 3.4 Framework for the counterfactual estimation. 27
Figure 3.5 Flowchart of the proposed methodology for the NPPC. 28
Figure 3.6 Example of identification of the closest neighbor within a
60-day period. 28
Figure 3.7 Particular case of a retailer with and without a validation
procedure. 30

(a) NPPC application with the validation procedure. 30
(b) NPPC application without the validation procedure. 30

Figure 4.1 The amount of samples in each filter is indicated via a
waterfall chart. 33
Figure 4.2 MdRAE boxplot for each tier. MdRAE = 1 is indicated by
the red line. 36
Figure 4.3 Application of the NPPC for unobservable interventions (churn). 38

(a) Application of the NPPC for a competitive intervention (fast
churn). 38

(b) Application of the NPPC for a competitive intervention (slow
churn). 38

Figure 4.4 Application of NPPC for observable interventions (price
renegotiation). Timing of intervention is indicated by the black line. 39

(a) Application of the NPPC for a price renegotiation intervention. 39
(b) Application of the NPPC for a price renegotiation intervention. 39

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



List of tables

Table 2.1 Predictors of churn and churn definition in non-contractual
arrangements in previous research. 18

Table 4.1 Summary of distribution of the MdRAE application, to check
if the counterfactual is better than the benchmark. 35
Table 4.2 Summary of the hypothesis test, where the null hypothesis
denotes a well-fitted model. 37

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



1
Introduction

The way we pay for our purchases has tremendously evolved throughout
time. The rise of FinTech (Financial Technology) companies has accelerated
this trend, as conventional financial institutions attempt to stay relevant and
viable in this new environment (JUENGERKES, 2016). Along with banks and
credit card companies, merchant acquiring is one of the parties engaged in the
payment process. Merchant acquirers are firms that facilitate communication
between a retailer (online or brick–and–mortar store) and the banks that issue
credit and debit cards. They conduct financial operations and distribute money
to retailers from sales made through these channels.

For the Brazilian market in particular, there was a duopoly in the
acquirers market until 2010. Each company had an exclusive deal for the use of
the credit card brand (Visa or Master), forcing business owners to contract with
both to meet their consumers’ demands. After ending the duopoly, the market
began to expand by attracting new competitors. As a result, the payment
market grew significantly due to cheaper rates for customers.

Notwithstanding the fact that cash is still commonly used in Brazil,
the number of credit card users is rapidly increasing, thanks to the rise in
e-commerce in recent years and the COVID-19 epidemic. Faced with this
situation, businesses have pushed to make payment transactions for their
consumers quicker, more diverse, and secure, utilizing all of the payment
industry’s technologies.

In this competitive industry, companies provide a variety of technical
solutions, in addition to competitive fees on all types of transactions. In this
context, a proper revenue management system of an acquirer must support
pricing decisions, churn detection and retention campaigns, and credit and
fraud risks. As well we argue that all these issues depend on an accurate
estimate of a counterfactual model for the transactional profile of each retailer.

In this work, we address the underlying issue of the above mentioned
business problems: we systematically assess transactional potential of each
retailer in a non-parametric data-driven framework. Thus, the main objectives
and contributions of this work are:

1. To develop a complete framework to construct a non-parametric prob-
abilistic counterfactual (NPPC) for a retailer’s transactional potential
based solely on the transactional data of validated peers. We propose
an adaptive rolling horizon framework to dynamically identify locally
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Chapter 1. Introduction 11

abnormal behaviors for a given retailer due to an observable (e.g.,
price changes) or non-observable intervention (e.g., competitors lower-
ing prices). Our approach provides a probabilistic counterfactual range
in which the retailer’s daily transaction amount should be found if no
intervention takes place.

2. To develop a thorough validation methodology to ensure that the selected
peers compose a valid synthetic control group for the NPPC. The peers
must be free of external interventions to constitute a valid synthetic con-
trol group and avoid jeopardizing the causal-effect assessment associated
with non-observable interventions. In the acquiring context, we need to
ensure that selected peers did not churn before using their transactional
profiles as predictors. To do that, we propose dynamic verification steps
that provide validated data that are close enough to the real-time data
to provide a good fit and far enough to enable stable counterfactual esti-
mates to allow treatment detection based on consistent violation of the
counterfactual confidence intervals.

3. To propose the usage of the validated peers as predictors on a prob-
abilistic kernel regression to build the NPPC. We interpret the current
transaction of each validated peer as a potential outcome whose probabil-
ity increases with the similarity to the target retailer. Our model inherits
the mathematical properties of a Nadaraya-Watson regression, thereby
the NPPC renders weakly universally consistent probabilistic estimator.

1.1
Illustrative examples

In this section, we provide illustrative applications of our framework to
address revenue management issues of an acquirer. All illustrative examples in
this section were generated applying the proposed framework to real data of
selected retailers. The main goal of this section is to enlighten the reader with
a high level perspective on how the counterfactual could support the decision
making process of a merchant acquirer.

For instance, Figure 1.1 depicts the counterfactual and the observed
transactions of a retailer that did not suffer any external or internal interven-
tions. Indeed, the observed transactional behavior remains within the (prob-
abilistic) prediction interval constructed solely based on the transactions of
the retailer’s peers. In this case, the acquirer would interpret that there is no
causal effect (e.g., churn) since transactional fluctuations could be completely
explained by the seasonal economic movements affecting jointly the retailer and
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Chapter 1. Introduction 12

its peers. It is important to note that the proposed framework captures the
transaction seasonality in a non-parametric manner, i.e., without the need to
explicitly model each and every possible pattern. This is crucial for a decision
support system that automatically generates recommendations for a variety of
retailers with differing transactional patterns. Next, we illustrate situations of
churn and price renegotiation.

Figure 1.1: Measurement the prediction interval by NPPC.

In the context of an acquirer, churn cannot be detected in a straightfor-
ward manner. Very few retailers actually formalize the contract termination,
but many change acquirers due to more competitive products and fees. Then, it
is important to assess if a drop in the transactional profile is “natural” (due to
seasonal economic movements) or due to an attack (e.g., a competitor offering
lower fees). In Figure 1.2, we show that end-to-end monitoring is made possible
by our framework, providing rapid churn detection. Note that the causal-effect
is properly assess even though the associate intervention (e.g., competitors
offering lower fees) is not directly observed. This is critical information for
retention campaigns as well as for proper pricing strategies.

At last, we illustrate the opposite case where the retailer uses two
different acquirers at the beginning of the analysis. After a proper price (fees)
renegotiation, we may observe the full transactional potential of the retailer,
see Figure 1.3. The intervention (e.g., renegotiation event) is indicated by the
vertical black line. With this in hand, it is possible to estimate a price response
function, which is critical for any revenue optimization system. We argue that
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Figure 1.2: Illustration of how the counterfactual can be used to identify churn.

counterfactual estimation is a powerful tool to support revenue management
decisions. Besides churn and pricing, it can also be used to help determining
the Credit or Behavioral Score model, as well as fraud detection systems.

Figure 1.3: Illustration of how the counterfactual can be used to analyze a
price change.

The remainder of this document is organized as follows. In Chapter 2 we
present an overview of the existing literature on churn and counterfactual. In
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Chapte 3 we specifies the methodology of this study. In Chapter 4 we presents
the results and the description of the data set. In Chapter 5 we formulates our
conclusions and future research.
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2
Literature Review

Our research focuses on detecting and assessing the impact of an inter-
vention that may alter the retailer’s transactional profile. We argue that this
transactional assessment is the underlying issue of many revenue management
problems, such as, pricing strategies, churn detection and retention campaigns,
credit and fraud risks. In this section, we review the relevant literature regard-
ing the aforementioned topics.

In a churn context, customer relationship management (CRM) is ex-
tremely important for retailer retention, as the cost of acquiring a customer is
greater than the cost of retaining a customer (MIN et al., 2016). Thus, churn
prediction models are crucial to support retention campaigns and pricing de-
cisions. Various machine learning algorithms are commonly used to predict
churn. The most used are logistic regression (JAHROMI; STAKHOVYCH;
EWING, 2014; MATUSZELAŃSKI; KOPCZEWSKA, 2022), decision trees
(HÖPPNER et al., 2020), artificial neural networks (CAIGNY et al., 2020; KU-
MAR; YADAV, 2020), deep learning models (KIM et al., 2017), linear models
(KARMAKAR et al., 2022) and boostings (LEMMENS; GUPTA, 2020; BEE-
HARRY; FOKONE, 2022; MILOŠEVIĆ; ŽIVIĆ; ANDJELKOVIĆ, 2017).

Most prediction models are supervised classification techniques highly
dependent on a clear and assertive definition of the dependent variable (“churn”
or “not-churn”). This is the case for the contractual churn, i.e., whenever
the service interruption is tied to a termination of a contract. However,
in many non-contractual cases, it is not possible to observe churn in a
clear and straightforward manner. Since non-contractual churn might be
partial and continuously ranged, the definition of churn is usually done in
a subjective (ad-hoc) manner (BUCKINX; POEL, 2005; PERIŠIĆ; JUNG;
PAHOR, 2022; MATUSZELAŃSKI; KOPCZEWSKA, 2022), but can also be
tied to a probabilistic repurchase model (CHOU et al., 2022).

In our context, churn is interpreted as a causal-effect of a non-observed in-
tervention usually related to competitors offering cheaper/better services. Sim-
ilarly to the Synthetic Control (SC) method (ABADIE; DIAMOND; HAIN-
MUELLER, 2010; ABADIE; DIAMOND; HAINMUELLER, 2015) and the
artificial counterfactual (ArCo) method (MASINI; MEDEIROS, 2021), our
approach focus on a single unit under intervention and no explicit control
group. Our methodology significant differ from SC and ArCo since we use
non-parametric probabilistic regression and address the case of a latent (non-
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observable) intervention. For further details on causal inference on observa-
tional data, we refer to Yao et al. (2021). We also refer to Györfi et al. (2002)
for details on the theory of non-parametric regression and to Stuart (2010) for
its application to causal inference.

2.1
Extended literature on churn

CRM’s mission is to enhance and deepen consumer relationships so that a
customer’s lifetime value to a brand can be maximized (PEPPERS; ROGERS;
DORF, 1999). To thrive with CRM, businesses must match offerings and cam-
paigns to prospects consumers, or handle the consumer life cycle intelligently
(EDELSTEIN, 2000). In addition, long-standing customers consume more and
still refer to the company’s products and services (DAWES; SWAILES, 1999).
From this standpoint, minimizing churn of customers is essential and, conse-
quently, it is necessary to develop churn detection models and apply them in
business. These models aim to identify customers who are about to abandon
the service offered so that managers can define some strategy to retain them
and manage the wear and tear of the relationship. In a competitive environ-
ment, customer retention is essential, in addition to attracting new customers.

Churn detection should be treated differently depending on the type of
business being evaluated, as churn characteristics for a postpaid and prepaid
telecommunication services are different. In the first case, the service is linked
to a contract; churn is total and specific for each product; the end of contracting
the service is the occurrence of churn in its clearest form; churn is determined
at the exact moment when the customer breaks the relationship. In the second
case, which is the focus of our research, the service is not tied to a contract;
the cost of the customer to change the service provider or supplier is low or
zero; churn is not directly observed, as the customer does not warn, and can
be partial or continuous. In this situation the definition of churn is subjective
(MATUSZELAŃSKI; KOPCZEWSKA, 2022) and given that, analysts need
to take into account what churn represents in the area under study. In this
configuration, it is possible for a customer to return after a period of inactivity
(JAHROMI; STAKHOVYCH; EWING, 2014).

Due to the ease of data availability and the data storage capacity, aris-
ing from the advances in information technology (FADER; HARDIE, 2009)
and cloud services (JIANG et al., 2021), it is necessary to extract knowl-
edge and support decision making. For this, state-of-the-art machine learning
methods are used to harness information from a large amount of data, such as
logistic regression (JAHROMI; STAKHOVYCH; EWING, 2014; MATUSZE-
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LAŃSKI; KOPCZEWSKA, 2022), decision trees (HÖPPNER et al., 2020),
artificial neural networks (CAIGNY et al., 2020; KUMAR; YADAV, 2020),
deep learning models (KIM et al., 2017), linear models (KARMAKAR et al.,
2022), and boostings (LEMMENS; GUPTA, 2020; BEEHARRY; FOKONE,
2022; MILOŠEVIĆ; ŽIVIĆ; ANDJELKOVIĆ, 2017).

When working with non-contractual settings, where consumers have the
ability to alter their buying behaviour without consulting the firm, model
construction for customer’s profile prediction gets more difficult. The churn of
these users directly impacts revenue management. This involves managerial
decisions to implement pricing policy, credit and retention campaigns in
a merchant acquirer, in our case study. These interventions, made by the
company or by the competition, have an impact on revenue and need to be
measured through data analysis.

In the non-contractual churn context, there are three possible states as
illustrated in Figure 2.1: the active customer base, soft churns (relaxed churn)
and hard churns (tight churn). Active customers are those who are satisfied
with the services provided and consume regularly, that is, they are the loyal
customers. Soft churns are the customer base that will leave the company
and those that have significantly reduced the use of services (MANDIĆ;
KRALJEVIĆ; BOBAN, 2018). Hard churn represents the window after the last
transaction performed (WANG, 2018). The objective is to identify the state of
pre-hard churn, so that there is still time to act to retain the customer, allowing
the monitoring of the processes that may lead to churn (LORIA; MARCONI,
2021). If companies are not accurate in identifying churns, there may be an
incentive for a fictitious churn, resulting in a loss of revenue.

Figure 2.1: Possible states in the non-contractual churn context.

Churn prediction models are often based on RFM (recency, frequency,
monetary) variables (BUCKINX; POEL, 2005). We can also see some charac-
teristics related to customer behavior, customer perceptions, customer demo-
graphics, macroenvironment, and customer-company interaction in relation to

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



Chapter 2. Literature Review 18

RFM (CAIGNY et al., 2020). To this day, RFM is used by marketers to analyze
consumer behavior and thus segment the customer base. Usually we starting
defining a score for each of the following three dimensions: - How recent was
the last purchase? - How often do you buy? - What is the value of purchases?
The RFM variables are used in different stages of the non-contractual churn
forecast:

– Sample selection: authors use RFM-related statistics as a criterion to
define the studied sample;

– Churn definition: RFM variables are used as the basis for models
construction and analyzes to generate a churn indicator variable in non-
contractual arrangements;

– Choice of Variables / Model: RFM variables are identified as the
main predictors of classification models for non-contractual churn pre-
diction.

Among the most used predictor variables in churn studies, only predictors
related to customer behavior and demographic data have been used in non-
contractual arrangements, as shown in Table 2.1. The areas of research activity
are listed in Table 2.1, as well as the definition of churn for each research.

Table 2.1: Predictors of churn and churn definition in non-contractual arrange-
ments in previous research.

Reference Behavioral
background Demography Area Churn

definition
Buckinx & Poel (2005) X X FMCG Retail 5 months

Jahromi, Stakhovych & Ewing (2014) X Online retail (B2B) 6 months
Hopmann & Thede (2005) X Retail (B2B) 12 months

Martínez et al. (2020) X X Retail (B2B) 1 month
Glady, Baesens & Croux (2009) (2009) X Retail Bank Dynamic

Jahromi et al. (2010) X Telecommunication 7 days
Babkin & Goldberg (2017) X Online retail 1 day

Yoon, Koehler & Ghobarah (2010) X X Online Ads 181 days
Calciu (2009) X Cruiseship & Catalogue sales Dynamic

Lee et al. (2018) X Games 5 weeks
Kim et al. (2017) X Casual Games Dynamic

Milošević, Živić & Andjelković (2017) X Games 14 days
Our study X Merchant Acquirers 7 days

In addition to arbitrary rules based on RFM, churn forecasting models in
non-contractual arrangements can be made through clusters analysis and by
the customer’s life value (CLV). The first is according to the consumption stan-
dard / RFM, where a different churn is defined for each cluster or a model for
each cluster (JAHROMI et al., 2010; MATUSZELAŃSKI; KOPCZEWSKA,
2022). The latter, instead of looking to the past to detect if the customer
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has changed, CLV focuses on the future, to estimate whether the relationship
will remain profitable, by summing up future cash flows (GLADY; BAESENS;
CROUX, 2009; IMANI et al., 2021). The term net present value has also been
used to indicate the customer’s value, as noted by Calciu (2009).

Churn is defined in our context as the result of an unobserved inter-
vention, generally connected to competitors providing superior services. Our
approach, like the SC method and the ArCo, focuses on a single unit under
intervention with no stated control group. Our technique differs significantly
from those of SC and ArCo because we employ non-parametric probabilistic
regression and handle the scenario of an unobservable intervention. The coun-
terfactual is a method used to assess the effects of an activity on some entity.
The counterfactual is hypothetical. It represents the retailers’ behavior if the
intervention had not taken place. In this approach, we may assess behavior
in the absence of intervention or utilize counterfactual explanations to obtain
insights from supervised machine learning models that did not provide the de-
sired result. The counterfactual can be applied in churn, generating a constant
monitoring of the customer at the end, being able to have a faster response
to the competitor’s attack. Counterfactual can also help with pricing, by es-
timating the price response function, calculating potential demand and price
elasticity. It can also be used as a reference for determining default, as well
as being used as an attribute in a Credit or Behavioral Score model. In this
research, we focus in intervention by the competition. We will see more details
of counterfactual and causal inference in the next section.

2.2
Extended literature on counterfactual and causal inference

A frequent purpose for counterfactuals is credit risk prediction through
machine learning models. People whose credit applications have been denied
should understand why they were denied, either to better comprehend the
decision-making process or to assess their active possibilities for changing
the outcome. These explanations are provided via counterfactuals. In our
case, we would look at the customer’s behavior if the competition had not
intervened or if economic factors had not influenced the customer’s behavior,
inducing churn. When the customer disconnects from his control group, we
would track his churn. Counterfactuals explain why a certain outcome was
not accomplished, offer logical grounds to protest to an unjust conclusion, and
offer recommendations on how the intended prediction could be attained in the
future (WACHTER; MITTELSTADT; RUSSELL, 2017). The counterfactual
involves estimating the effects on a specific consolidated variable by comparing
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an aggregated entity that has had some type of intervention to other aggregated
entities that have not been affected by the same occurrence (control group).
In our particular instance the control group is made up of retailers who did
not get any treatment during the research period.

Many of the machine learning techniques produce useful results, but they
are difficult, if not impossible, to comprehend for stakeholders. Counterfactual
explanations are a good way for explaining specific predictions of a model.
Through the development of a control group, counterfactual facilitates this
understanding by comparing what happens with the entity being assessed to
what would have happened if there had been no intervention in this entity.
The counterfactual gives an explanation to the applicant, as well as input on
how stakeholders might behave in the future to achieve the desired result.
Through the use of counterfactual, the explanations can also assist machine
learning model developers in identifying, detecting, and fixing flaws and other
performance concerns. Counterfactual explanations do not provide a clear
response to the “why” of a decision. They provide choices for reaching the
desired result (VERMA; DICKERSON; HINES, 2020). In this study, the
counterfactual is treated as learning from observational data. This type of
application can be used to determine ideal actions as well as the effect of
causal treatment (KÜNZEL et al., 2019; BERTSIMAS; KALLUS, 2020).

The proposed methodology of applying a counterfactual to measure im-
pacts in a control group is broad and covers several areas of action (CHAMON;
GARCIA; SOUZA, 2017; ALBADVI; VARASTEH, 2010; DASGUPTA; MA-
SON, 2020; BERTSIMAS et al., 2017). Chamon, Garcia & Souza (2017) ap-
plied a synthetic control to estimate the impact on the level and volatility
of the exchange rate, through the measures of the Central Bank of Brazil.
Albadvi & Varasteh (2010) ran simulations to assess the causal effect of the
decriminalization of prostitution on sexually transmitted infections in Rhode
Island. Dasgupta & Mason (2020) studied the effect of interest rate ceilings
on bankruptcy. In the area of individualized care for diabetes, Bertsimas et al.
(2017) used KNN to estimate the counterfactuals.

The counterfactual somewhat resembles the synthetic control (SC) pio-
neered by Abadie & Gardeazabal (2003) and Abadie, Diamond & Hainmueller
(2010), and ArCo by Carvalho, Masini & Medeiros (2018). Despite the fact that
both the ArCo and the SC procedures create a counterfactual as a function of
observable factors from a group of peers, the two approaches have major differ-
ences. First, as Ferman, Pinto & Possebom (2020) point out, the SC method
generates the counterfactual using a convex combination of peers, which biases
the estimator. The ArCo solution was devised by Carvalho, Masini & Medeiros

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



Chapter 2. Literature Review 21

(2018) and is a general, perhaps nonlinear function. Even in the case of lin-
earity, the method does not impose any limitations on the parameters (CAR-
VALHO; MASINI; MEDEIROS, 2018). Our technique differs significantly from
those of SC and ArCo because we employ non-parametric probabilistic regres-
sion and handle the scenario of an unobservable intervention.

Viviano & Bradic (2019) provide the first set of criteria that may be used
to build valid synthetic control tests using predictions from a range of machine
learning techniques, such as Random Forests and Neural Networks. Coate et
al. (2021) applied machine learning techniques to assist in the execution of a
synthetic control model. Their model was used to analyze counties within the
United States that showed a vote shift from the majority of Democratic voter
share to Republican between the 2012 and 2016 election cycles. Souza (2019)
used machine learning algorithms to accurately predict counterfactuals, which
can then be used to estimate a distribution of treatment effects, in a large
energy efficiency program in the US.

Causality may be inferred in two ways: through a controlled and random
test or through observational data. The first randomly assigns participants
to a treatment group or a control group, and a single difference between the
control and treatment groups is a variable to be inferred. There is no control
over treatments or subjects in observational data, and we don’t know why a
subject chose a certain treatment. The challenge is to estimate the subject’s
outcome if he were treated to a different intervention. The presence of con-
founders, which are factors that impact both treatment assignment and result,
can lead to the spurious effect or even Simpson’s paradox, causing issues in
estimating the counterfactual. According to Yao et al. (2021), there are nu-
merous approaches to dealing with confounders issues: re-weighting methods,
stratification methods, matching methods, tree-based methods, representation
based methods, multi-task methods, and meta-learning methods. We employed
matching methods to find retailers with similars transaction profile to deter-
mine the impact of a particular treatment on unit.

The goal of matching approaches is to balance the distribution of
variables in the treatment and control groups. As a result, we attempt to
decrease the bias in evaluating the treatment impact (STUART, 2010). See
Yao et al. (2021) for more details about the approaches.

A parametric estimate, regardless of the amount of data, cannot match
the data if the enforced format differs significantly from the data. The
parametric estimate eventually limits the function’s fit to the data. Non-
parametric estimation is used in our work to estimate a function that fits
the data without applying any assumptions about the data. Kernel estimation
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is a type of non-parametric estimation.
In our study Nadaraya-Watson estimator (NW) is used for sample

weighting technique, as the kernel approach. Kernel matching is a type
of non-parametric matching that creates the counterfactual result by using
weighted averages of observations in the control group (STUART, 2010). We
expand this approach to accommodate unobserved intervention since we don’t
know when the intervention occurs when dealing with non-contractual churn.
We developed a process to preserve the control group by implementing a
synthetic control (ABADIE; DIAMOND; HAINMUELLER, 2010; ABADIE;
DIAMOND; HAINMUELLER, 2015). In their weight adjustment technique,
Abadie, Diamond & Hainmueller (2015) employed linear regression, while we
used non-parametric regression for point and prediction range estimates.

In our work, we take a data-driven approach to dealing with a wide range
of decision questions in operations research and management science (OR/MS),
geared towards churn but extendable to other applications. Bertsimas & Kallus
(2020) and Bertsimas & Kallus (2016) adopt this strategy. Bertsimas & Kallus
(2016) explores the topic of optimal price prescription, learning from past
demand and other information in the context of revenue management and
pricing, keeping in mind that demand data is observational. The counterfactual
application’s greatest value is in the data, not the model. In Chapter 3 we will
discuss about the methodology of our proposed framework to construct a non-
parametric probabilistic counterfactual (NPPC) for a retailer’s transactional
potential based solely on the transactional data of validated peers.

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



3
Methodology

In this chapter, we develop a complete framework to construct a non-
parametric probabilistic counterfactual (NPPC) of a retailer solely based on
the transactional data of validated peers. We have divided the chapter into two
parts, the first being related to the background knowledge of the literature and
the last to the proposed methodology.

3.1
Background knowledge

A generalized function that describes data is denoted as Yi = ŷ (Xi) + ϵi,
where the intended error value should be minimized. The estimation of ŷ(x)
may thus be measured using the mean of Yi. As a result, we have:

ŷn(x) =
n∑

i=1
Wn,i(x) · Yi (3-1)

where the weights Wn,i(x) are smaller the farther Xi is from x.
In regression models of a parametric function is specified order to capture

the relationships between an outcome variable y and a set of regressors. A
basic example is linear regression, which implies that the x =

(
x(1), . . . , x(d)

)T

components are linearly combined, i.e.,

ŷ
(
x(1), . . . , x(d)

)
= a0 +

d∑
i=1

aix
(i),

((
x(1), . . . , x(d)

)T
∈ Rd

)
(3-2)

The unknown parameters are estimated using least squares, which
chooses the estimates that best matches the data while reducing error:

(â0, . . . , âd) = arg min
a0,...,ad∈Rd

 1
n

n∑
j=1

∣∣∣∣∣Yj − a0 −
d∑

i=1
aiX

(i)
j

∣∣∣∣∣
2 (3-3)

where X
(i)
j represents the i th component of Xj, and z = arg minx∈D f(x) is

an abbreviation for z ∈ D and f(z) = minx∈D f(x).
The fundamental drawback of parametric estimate is that if the defined

function does not provides a good approximation to the relationship between
y and x′s, the fit will be poor. It may be simple to create a function that best
matches the data for univariate issues, but this is not the case for multivariate
problems. Györfi et al. (2002) used simulated data to demonstrate this problem
in his book on the theory of non-parametric regression. This example is
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composed of n = 200 points such that X is standard normal confined to
[−1, 1], i.e., the density of X is proportional to the standard normal density
on [−1, 1] and zero elsewhere. The regression function is polynomial in pieces.

ŷ(x) =



(x + 2)2/2 if − 1 ≤ x < −0.5

x/2 + 0.875 if − 0.5 ≤ x < 0

−5(x − 0.2)2 + 1.075 if 0 < x ≤ 0.5

x + 0.125 if 0.5 ≤ x < 1

(3-4)

the conditional distribution of Y − ŷ(X), given X, is normal, with a mean of
zero and a standard deviation of σ(X) = 0.2−0.1 cos(2πX). Figure 3.1 depicts
the data points, the regression function, and a linear estimate based on the
simulated data.

Source: adapted from Györfi et al. (2002).

Figure 3.1: Data points, regression function (black lines), and linear regression
estimate (orange line).

Györfi et al. (2002) cites the local averaging as one of four paradigms
associated with non-parametric regression. The Nadaraya-Watson kernel esti-
mate and the k-nearest neighbor (KNN) estimate are two examples of this.
KNN selects the Xi’s closest to x based on their distance and calculates m(x)
using the average of the neighbors discovered, along with their associated Yi’s
and it is defined as:

ŷn(x) = 1
k

k∑
i=1

Y(i)(x) (3-5)

in this case, the weight Wn,i(x) equals 1/k if Xi is one of k nearest neighbors
of x, and 0 otherwise.
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We conduct the averaging location in our study by locating the closest
neighbors, calculating their weights, and then taking the average to get the
forecast of the assessed unit. The mean of the data is a constant that best
matches the data in terms of squared errors.

ŷn(x) = arg min
c∈R

1
n

n∑
i=1

K
(

x − Xi

h

)
(Yi − c)2 (3-6)

In summary, we have a weighted problem if we use the weighted average.
If this is correct, we can extend the Eq. 3-6 and instead of using a constant c,
we can use a linear function or any other function:

{âk(x)}l
k=1 = arg min

{ak}l
k=1

1
n

n∑
i=1

K
(

x − Xi

h

) (
Yi − g

(
Xi, {ak}l

k=1

))2
(3-7)

where g
(
·, {ak}l

k=1

)
: Rd → R is a function that depends on the {ak}l

k=1 pa-
rameters. Using a local least squares criteria, select values for these parameters
for each x ∈ Rd. This is the local modeling paradigm from Györfi et al. (2002).
If g(x, {c}) = c

(
x ∈ Rd

)
is chosen, the Nadaraya-Watson kernel estimate is

obtained:

ŷn(x) =
∑n

i=1 K
(

x−Xi

h

)
Yi∑n

i=1 K
(

x−Xi

h

) (3-8)

where h > 0 is a bandwidth.
The univariate kernel sensitivity in h is quite great. In our study, we used

a multivariate kernel, which is more complicated, and the inverse distance,
where k = 1/d, which handles this situation well and eliminates the need for
h. Györfi et al. (2002) presents numerous classic kernels, such as the naïve
kernel (K(x) = I||x||≤1) and the Epanechnikov kernel (K(x) = (1 − ||x||2)+),
for the simulated data in Eq. 3-4, as seen in Figure 3.2.

Source: Györfi et al. (2002).

Figure 3.2: Examples for univariate kernels.

Figure 3.3 depicts an estimation of the KNN based on Eq. 3-5 for the
simulated data from Eq. 3-4, as well as the L2 error.
where we reorder the data according to the distances value of ||Xi − x||. If we
get a tie, we declare i closer if i < j.
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Source: Györfi et al. (2002).

Figure 3.3: Undersmoothing: k = 3, L2 error= 0.011703.

If k → ∞, k/n → 0, then the KNN regression function estimate is
weakly consistent for all (X,Y) distributions where ties occur with probability
zero and EY 2 < ∞. This is demonstrated by Stone’s Theorem (STONE,
1977). This may be proved in a broad sense for both a kernel estimate
that include the Nadaraya-Watson kernel employed in our research. More
theoretical information may be found in Györfi et al. (2002).

3.2
Proposed methodology

We have developed a complete framework to build a non-parametric prob-
abilistic counterfactual (NPPC) of a merchant exclusively based on transac-
tional data of validated peers. The proposed framework aims at assessing the
transactional potential by considering observable (e.g., price renegotiation) or
non-observable (e.g., competitors lowering prices) interventions. To do so, we
develop an adaptive rolling horizon scheme to dynamically construct a vali-
dated synthetic control group used as predictors in a non-parametric proba-
bilistic kernel regression.

Let us conceptually define a verified training sample as a time window
where the target retailer is free of interventions. When applying the NPPC,
we assume that the retailer of interest did not undergo any intervention in the
first training sample S of the rolling horizon. Additionally, we argue that the
construction and validation of the synthetic control group C must safeguard the
counterfactual estimate from non-observed interventions in the control group.

DBD
PUC-Rio - Certificação Digital Nº 2012281/CA



Chapter 3. Methodology 27

Figure 3.4 summarizes one step of the rolling horizon scheme. Let us denote
yt as the number of daily transactions of the target retailer at time t ∈ T . Let
also xi,t be the number of transactions at time t for the potential peer i ∈ I.
Given synthetic control group C ⊆ I and a training sample S ⊆ T .

Figure 3.4: Framework for the counterfactual estimation.

Assuming that the retailer under evaluation receives no intervention in
the first step, the control group will not receive either, but in a rolling horizon
scheme, this control group must be validated at each step so that it can be
used to create the non-parametric probabilistic counterfactual (NPPC). We
were able to measure potential retailers behaviors and, as a result, determine
whether or not the retailer received intervention by consistently violating the
prediction interval. In Figure 3.5, we summarize the proposed framework to
construct the NPPC of a retailer. Then, we depict the main steps of the
framework in the following subsections.

The first step is to build the control group after we have verified training
samples that are free of intervention.

3.2.1
Construction of the Control Group

We choose a control group that is identical to the retailer of interest
except for one detail: its exposure to intervention. There should be no inter-
vention in the control group at any time.
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Figure 3.5: Flowchart of the proposed methodology for the NPPC.

Following Stuart (2010), we argue that matching methods reduce esti-
mation bias of the causal effect. In particular, we use the KNN with relatively
small number of neighbors that resembles the (intervention-free) behavior of
the target retailer. We denote by

N(k; S, I) = min
C⊂I

{∑
i∈C

∑
τ∈S

(yτ − xi,τ )2
∣∣∣∣∣ |C| = k

}
(3-9)

the KNN selection using the last verified training sample S and a population I.
We argue that this selection is likely to discard churned peers or other abnormal
behaviors. The control group is chosen based on the time series most similar to
the retailer being evaluated. To illustrate the selection, we confront in Figure
3.6 the target training data with its nearest neighbors.

Figure 3.6: Example of identification of the closest neighbor within a 60-day
period.
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If we put more retailers in this view, we’d see curves getting further and
further away. Next step is to validate this control group, removing abnormal
behavior.

3.2.2
Control Group Validation

Validation occurs in the following manner: the control group can inter-
vene in the rolling horizon, requiring a validation procedure. The counterfac-
tual would readapt to the intervention if this procedure did not exist and the
retailer being evaluated received an intervention.

We propose a validation procedure for the synthetic control group (SCG)
that aims to exclude pairs with abnormal behavior when compared to the
verified training sample, because the construction of the NPPC should mitigate
the effect of unobservable interventions, even at post-training dates. We define
the distance between the pairs using a given control group C and a given date
t ∈ T by the Euclidean distance:

di,t =
∑

j∈C
(xi,t − xj,t)2

0.5

(3-10)

this distance can be thought of as a reference point for validating the synthetic
control group. In a given verified training sample S, the maximum distance is
a measure of the distance between a given customer i and its group. Now, we
use the last verified training sample S to compute maximum distance

Di(S) = max
τ∈S

{di,τ }, (3-11)
a reference threshold to validate the SCG. Indeed, the maximum distance is
a measure of how far a given retailer i was from the group in a given verified
training sample. For a given post-training dates t > maxτ∈S , we argue that
if di,t > Di(S), then the peer behavior might be considered abnormal, and
should be excluded from the control group. This simple heuristic procedure
has shown to be very effective in our computational studies. In addition to
this rule, customers who go seven days without transacting are removed from
the control group.

Figures 3.7-(a) and (b) from the same retailer show the effectiveness
of this procedure in keeping the control group free of interventions. If this
procedure did not exist, the counterfactual would adapt to the new reality of
the evaluated retailer.
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(a) NPPC application with the validation procedure.

(b) NPPC application without the validation procedure.

Figure 3.7: Particular case of a retailer with and without a validation proce-
dure.

3.2.3
Non-parametric Probabilistic Counterfactual

Given that the retailer under consideration has a validated control group,
we can estimate his NPPC for time t ∈ T . We define the non-parametric
probabilistic counterfactual as:

F̂t(z; C, S) =
∑
i∈C

(
KS(i)∑

c∈C KS(c)

)
1(xi,t ≤ z), (3-12)

as the Nadaraya-Watson (local averaging) estimate for the cumulative proba-
bility distribution of the target retailer, where 1(xi,t ≤ z) = 1, if xi,t ≤ z, and
1(xi,t ≤ z) = 0, otherwise. We consider a inverse distance kernel
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KS(i) =
[∑

τ∈S
(yτ − xi,τ )2

]−0.5

, (3-13)

due to its simplicity, interpretability and relatively fast computation. Note that
we can interpret the NPPC as a discrete distribution, whereby a potential
outcome xi,t has the probability of KS(i)/∑c∈C KS(c). Thus, we use these
outcomes and associate probabilities to directly construct quantiles for a
probabilistic assessment of the retailer’s behavior, see for instance Figure 1.1,
1.2 and 1.3.

Moreover, we argue that this estimate is a conditional distribution since it
reflects the characteristics of the chosen synthetic control group C and training
sample S. For causal-effect assessment, we argue that the training sample S
must be verified and synthetic control group C constructed and then validated.

3.2.4
Intervention check at the retailer

If the retailer’s observed value falls within the prediction interval, we can
conclude that there was no intervention at time t ∈ T and update the rolling
horizon accordingly. If there is a violation of the prediction interval, we keep the
current validation horizon in which the control group was validated and look
one step ahead. If the retailer of interest remains outside the prediction interval,
it is a good indication that he has been influenced as illustrated in the Figure
1.2 and Figure 1.3. This is the non-parametric probabilistic counterfactual
framework.

Now, we summarize our framework on a pseudo-algorithm that highlights
the main steps to construct the NPPC.

where, 1 − p0 is the confidence level obtained with the non-parametric proba-
bilistic counterfactual.
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4
Results

The data for our case study was obtained from a merchant acquirer, one
of the largest in Brazil. We use anonymized transactional time series (number
of transactions per day) to construct the potential outcome of each retailer
of interest using the proposed NPPC. The objective of the case study is to
assess the accuracy of the NPPC whereas the retailer interest is free of any
intervention. This way we can measure the prediction error with a mitigated
causal-effects of observable or non-observable interventions. For instance in
Figure 1.1, the difference between the counterfactual and observations can be
interpreted and measured as prediction errors. On the other hand, in Figure
1.3, the difference between the counterfactual and observations is associated
with the causal effect of the observable intervention of a price renegotiation.
Similarly, in Figure 1.2, the difference reflects a churn behavior due to a non-
observable intervention (e.g., competitors lowering prices). Next, we describe
the sample selection to mitigate causal-effects and measure accuracy and
probabilistic nowcasting point power of the proposed NPPC.

4.1
Sample Selection

To achieve the research objectives, the first stage of this study involved
the basic process of extracting raw data, processing and grouping the data. The
data set was extracted directly from the company’s enterprise resource plan-
ning (ERP) software using Microsoft SQL Server (DATE; DARWEN, 1987).
We used Python (ROSSUM; JR, 1995) for descriptive, statistical analysis and
to construct the NPPC. Some open-source packages of this language were used,
such as pandas (MCKINNEY et al., 2010), numpy (HARRIS et al., 2020),
scikit-learn (PEDREGOSA et al., 2011), scipy (VIRTANEN et al., 2020) and
matplotlib (HUNTER, 2007). We will describe the data set in more detail
below.

The goal is to design a case study to measure the prediction power of
the NPPC. For that we must mitigate the causal-effect of observable and non-
observable interventions by properly selection a sample evaluated. Essentially
we perform a backtest on past observations of selected retailers whose “future”
is already known. We use forward-looking information to create ad hoc filters in
order to regulate the intervention and evaluate its effect. This is accomplished
by choosing samples based on particular criteria:
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1. We choose active retailers who have been using the company’s services
for at least six months, starting from the first evaluation date, in t ∈ T ,
and who have active status on the last evaluation date of the framework,
in t ∈ T . This rule is implemented to exclude hard (“observable”) churn
from the case study;

2. We exclude retailers who stayed idle for seven days in a row during
the time window T , since we focus on retailers with relatively high
transactional frequency. Therefore we either exclude low-frequency or
churned retailers.;

3. We only select retailers with an average transaction per transaction day
of three or more, in t ∈ T , because retailers with fewer and/or erratic
transactions are frequently mistaken with churn retailers.

4. We also eliminate retailers who had a Z-score greater than 2 standard
deviations with a confidence level of 95% for three consecutive days in
t ∈ T . This filter works as a simple outlier detection to exclude causal
effect of other non-observed interventions;

Through the use of these criteria, we were able to limit the usage of
counterfactuals to around 17% of the users from a pool of around 560,000
retailers. Figure 4.1 depicts the original number of consumers in the first
selection and the number of retailers who stayed in the final evaluation.

Figure 4.1: The amount of samples in each filter is indicated via a waterfall
chart.

The proposed methodology is validated using two metrics: 1. A hypoth-
esis test is used to evaluate the model, and 2. An accuracy metric is used to
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compare the nowcasting error to a naïve forecasting. The latter will be dis-
cussed in detail in the next section.

4.2
Nowcasting point assessment

In terms of the accuracy metric, we want to compare the nowcasting point
of the proposed methodology with a naive approach. We consider the median of
the NPPC as a point nowcasting point and the the average transaction level as
the naive forecast. The naive forecast varies with the rolling horizon since, for
each time step, we compute the average of the corresponding training sample.
As an error metric, we consider Median Relative Absolute Error (MdRAE)
since it is more robust than outliers as other error metrics (e.g, MAE, RMSE).
Formally this is given by

MdRAE = Mediant=1,...,T

(
|yi,t − ŷi,t|
|yi,t − ȳi|

)
(4-1)

where ȳi is the in-sample average of the transactional of the store of interest,
yi,t is the merchant transactional and ŷi,t is the NPPC median, here considered
as a nowcasting point.

The difference between the observed transactional of the interest retailer
and the methodology’s nowcasting represents the methodology’s measure
of error, whereas the denominator is the difference between the observed
transactional and the in-sample average of the merchant’s transactional and
represents the naive forecasting error.

The median of the ratio between the absolute error of our nowcasting
point and the absolute error of a benchmark model is calculated using the
Median Relative Absolute Error (MdRAE). The metric is 1 if our model’s
nowcasting point equals the benchmark’s forecast. If the benchmarks’ forecasts
are more accurate than ours, the outcome will be greater than 1. If ours
is superior, it is less than 1. Division by zero is an issue for MdRAE. To
alleviate this problem, we follow Armstrong & Collopy (1992) recommendation
to exclude extreme values. We summarize the results displayed in Table 4.1,
with the tiers being ordered in an ascending way, that is, Tier A are the small
retailers and, Tier D, the longe ones. In our experiment, we consider a training
window of J = 60 has 60 days of transactions, and the counterfactual is applied
in T = 63 days.

In Table 4.1, Tier A is the group of consumers with the lowest amount
of transactions, Tier B has intermediate features, Tier C are retailers with a
profile above average, and Tier D is the company’s key retailers; the Retailers
column shows how many consumers were analyzed for each Tier. Minimum
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Table 4.1: Summary of distribution of the MdRAE application, to check if the
counterfactual is better than the benchmark.

Tier Retailers Minimum Q25 Mean Median Q75 Q90 Maximum
A 20,815 0.11 0.77 0.87 0.91 1.01 1.09 4.31
B 52,169 0.04 0.67 0.79 0.85 0.97 1.04 3.52
C 19,626 0.03 0.53 0.73 0.74 0.91 1.01 2.57
D 3,529 0.03 0.48 0.65 0.65 0.83 0.97 4.14

denotes the lowest recorded MdRAE value per Tier; the first, second, and
third quartiles of the MdRAE distribution, per tier, are represented as Q25,
median, and Q75, respectively. Mean is the average of the MdRAE distribution
per tier; Q90 is the 90th percentile of the MdRAE distribution per tier; and
Maximum is the highest observed MdRAE, per tier. According to the results
of this table, the suggested model outperformed the naive model for the vast
majority of retailers, with 72% for Tier A, 82% for Tier B, 89% for Tier C and
92% for Tier D.

A graphical visualization, through a boxplot, of the result of estimating
counterfactual through our methodologies is shown in Figure 4.2, related to
the accuracy metric that checks whether the counterfactual is better than the
benchmark (naive model). It was observed that, regardless of the retailer’s tier,
the proposed model outperforms the naive model in 81.63% of the samples,
given the position of the third quartile, in Figure 4.2. As the retailer has a
higher revenue profile, the model has better accuracy. This is explained by the
number of transactions for each retailer profile, as a small retailer has few daily
transactions and a variation of one or two units represents a lot, whereas for
larger retailers this becomes imperceptible.

4.3
Probabilistic nowcasting point assessment

The objective of this section is to assess the probabilistic validity of the
prediction interval. For that, we use the Kupiec’s statistical test to asses the
proportion of failures test for value-at-risk (VaR) backtesting (POF) (KUPIEC
et al., 1995). This test is extensively used in evaluate the financial risk measure
Value-at-Risk (VaR) on a backtesting scheme. To do so, calculate p̂, which is
the number of times the observed value falls beyond the nowcasting point
range. Let us define the indicator function for

It =

 0, if F̂t(yt) ∈ [α, (1 − α/2)]
1, otherwise
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Figure 4.2: MdRAE boxplot for each tier. MdRAE = 1 is indicated by the red
line.

for each t = 1, . . . , T and given a significance level of 10 percent. Then, we
define the average estimator

p̂ = 1
T

T∑
t=1

It

and its 100(1 − α) test acceptance intervalp̂ − zα/2

√
p̂(1 − p̂)

n
, p̂ + zα/2

√
p̂(1 − p̂)

n

 (4-2)

The test range in hypothesis testing is centered on the null hypothesis
value. We used a 95 % confidence level for model evaluation. In a summary,
we perform the hypothesis test as follows:

H0 : p = p0

H1 : p ̸= p0
(4-3)

where the null hypothesis denotes a well-fitted model.
The probabilistic prediction metric, which tests the hypothesis to verify
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the fit of the model, 69.46% of the samples fitted the model well, with a
confidence level of 95%. The results of the hypothesis test are shown in Table
4.2.

Table 4.2: Summary of the hypothesis test, where the null hypothesis denotes
a well-fitted model.

Tier Retailers Percent
A 20,815 72.83%
B 52,169 70.04%
C 19,626 65.62%
D 3,529 62.40%

In this case, the lower the transactional profile of the retailer, the better
the adjustment of the proposed methodology. This is explained by the sample
set of each profile and the amplitude of the classification of each tier, where
the greater the profile, the greater the amplitude and, as a result, the fewer
similar transactional profiles exist for the construction of the NPPC.

Figures 4.3-(a) and (b) and Figures 4.4-(a) and (b) supplement the
initial illustrations by displaying additional examples of observable (price
renegotiation) and unobservable (competition) interventions. In some cases,
churn occurs quickly, as shown in Figure 4.3-(a) and (b), as opposed to the
situation shown in Figure 1.2, but the proposed methodology still detects the
intervention well due to the consistent violation of the prediction intervals.
Figures 4.4-(a) and (b), on the other hand, show the retailer’s transactional
potential after a price renegotiation, allowing us to measure the retailer’s price
elasticity.
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(a) Application of the NPPC for a competitive intervention (fast churn).

(b) Application of the NPPC for a competitive intervention (slow churn).

Figure 4.3: Application of the NPPC for unobservable interventions (churn).
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(a) Application of the NPPC for a price renegotiation intervention.

(b) Application of the NPPC for a price renegotiation intervention.

Figure 4.4: Application of NPPC for observable interventions (price renegoti-
ation). Timing of intervention is indicated by the black line.
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5
Conclusion

We developed a complete framework to construct a non-parametric prob-
abilistic counterfactual (NPPC) for a retailer’s transactional potential based
solely on the transactional data of validated peers. We proposed an adaptive
rolling horizon framework to dynamically identify locally abnormal behaviors
for a given retailer due to an observable or non-observable intervention. Our
approach provided a probabilistic counterfactual range in which the retailer’s
daily transaction value should be found if no intervention occurs.

The proposed framework starts at a past time window when we assume
the retailer is free of interventions. Then, we perform a rolling horizon
scheme whereby, for each time window, we perform a 4-step process: (i) the
construction of the control group via KNN; (ii) the validation of the control
group for out-of-sample observations; (iii) the construction of the NPPC; (iv)
the verification of the statistical significance of the causal-effect.

We conducted a case study to determine the proposed framework’s
accuracy using the MdRAE, and we validated the probabilistic prediction
interval using Kupiec’s statistical test. We measured the nowcasting error
and applied some filters to the base to remove retailers with intervention.
We analyzed 96,139 retailers were evaluated, with 20,815 being Tier A, 52,169
being Tier B, 19,626 being Tier C, and 3,529 being Tier D, where A represents
the customer with the lowest transactional profile and D represents large
retailers. According to the MdRAE, the proposed methodology outperformed
a naive model by 72%, 82%, 89%, and 92% for Tiers A to D, respectively. The
statistical test, in turn, indicated a well-adjusted model for Tiers A to D at
72.83%, 70.04%, 65.62%, and 62.40%, respectively.

We argue that the proposed framework addresses an underlying issue of
many revenue management problems of a retailer. For a merchant acquirer,
an accurate assessment of retailers’ transactional potential is crucial to sup-
port managerial decisions on pricing, credit, and retention campaigns. These
decisions can be interpreted as interventions, therefore their causal effects on
revenue can be properly estimated. Our work leaves open many interesting
directions for future research, such as the optimization of hyperparameters re-
lated to the number of days to be considered in the training window S. The
number of neighbors to be chosen at each step and the size of the initial control
group. Finally, this framework can be used in other applications, particularly,
in economics and public policy problems.
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